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Abstract

Businesses might use music to align consumers with brand values, thereby
in�uencing consumers' choices and perceptions. However, previous stud-
ies have focused on the e�ects of various characteristics of the music choice
(e.g., tempo and style) and not on the e�ect of the congruence between
music and brand values. Our cooperation with Soundtrack Your Brand,
the exclusive provider of Spotify Business, makes it possible for us to test
the e�ect of congruence between music and brand values on consumers
in a �eld experiment using 16 chain restaurants within the Stockholm
metropolitan area. Our results show that a playlist that only includes
brand-�t songs increases revenues by 9.1 percent in comparison to select-
ing music that does not �t the brand. We also �nd that brand-�t music
has a positive impact on consumers' emotions and that music seems to
have an unconscious e�ect on consumers.
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1 Introduction

It has long been recognized that music says something about an individual's
personality and can a�ect individuals' social relationships (Cattell and Saun-
ders, 1954). Individuals often use music to give others an image of themselves
and to create perceptions of other individuals (Rentfrow and Gosling, 2006).
However, can businesses use music in the same manner to convey brand values
and appeal to consumers' self-perceptions? Some argue that the answer is yes
and that in-store music can align consumers with the brand or the marketplace
and thus in�uence consumer behavior and perceptions (Bruner, 1990; Schmitt
and Simonson, 1997).

The e�ect of in-store music can, to a large extent, be unconscious and in�u-
ence consumer behavior through customers' emotions (Doyle, 2002). If in-store
music a�ects consumer behavior and perceptions through emotions, music in-
�uences behavior through, or as, visceral factors (Loewenstein, 2000). Visceral
factors include mood and emotions, and they in�uence consumer behavior, un-
consciously, even if they do not change preferences (Loewenstein, 1996). Thus,
if the congruence between in-store music and brand values in�uences the con-
sumer's mood and emotions, then a change in these visceral factors can cause a
change in consumer behavior.

We know that some companies use in-store music as a brand-building tool.
Abercrombie & Fitch, for example, plays loud music to attract teenagers to
their stores, claiming �Music �rst! Merchandise second!�. They also attempt
to play songs that are beginning to become popular among college students
but are less well known among people in general (Morisson and Beverland,
2003). Starbucks is another example of a company that uses in-store music to
strengthen its brand image. Starbucks often also plays songs from less known
artists, with the result that these artists often become more well known among
the general public (Yorkston, 2010).1

The e�ect of congruence between in-store music and brand image on con-
sumer behavior might thus depend on the popularity of the songs. However,
surprisingly few studies investigate the e�ects of congruence between in-store
music and brand values (Beverland et al., 2006), and to the best of our knowl-
edge, no previous study tests whether also using less well-known songs in the
brand-�t playlists can help businesses to attract consumers and increase sales.
Previous studies instead focus on investigating the e�ects of the mere presence
of music (Garlin and Owen, 2006), tempo (Milliman, 1982, 1986; Oakes, 2003),
di�erent music styles (Areni and Kim, 1993; North et al., 1999; Wilson, 2003)
and interaction e�ects with other sensory cues (Mattila och Wirtz, 2001).2

We conduct a �eld experiment with support from Soundtrack Your Brand,
the exclusive provider of Spotify Business. Soundtrack Your Brand uses data
from Spotify on listening frequencies and can therefore create playlists that

1The way in which Starbucks uses in-store music to a�ect its customers led the New York
Times to call Timothy Jones, the manager who developed Starbucks' music strategy, "one of
the quiet shapers of American culture "(New York Times, 2010).

2For overviews, see Hargreaves and North, 1997; Kellaris, 2008; and Yorkston, 2010.
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di�er in terms of song popularity. It also has developed a model for including
songs that are in congruence with brand values, which means that we can test
the e�ects of creating playlists that are supposed to re�ect a company's brand
values. It also means that we can test for the additional e�ect, if any, of including
less well-known songs in the brand-�t playlist.

Furthermore, previous evidence on the e�ects of in-store music tends to be
based on �eld experiments covering only one store (Areni and Kim, 1993; North
et al., 1999), restaurant (Wilson, 2003), co�ee shop (North and Hargreaves,
1996), or shopping mall (Yalcht and Spangenberg, 1990). The results might
therefore be context-dependent (Radocy and Boyle, 1997) and driven by store-
speci�c circumstances. Another limitation is that the experiment period is often
very short. The combination of using only one store and a short time period
makes causal inference less convincing.

To identify the causal e�ect of brand-�t in-store music on sales and cus-
tomer perceptions, we conduct a �eld experiment in 16 restaurants of a market-
leading restaurant chain in the city of Stockholm, Sweden. The experiment
runs over 12 weeks, and we also gather sales data 4 weeks before and after
the experiment period. This means that we have a total of 2240 daily ob-
servations. We divide the restaurants into a treatment and a control group,
making it possible to use a di�erence-in-di�erence regression model (Card and
Kruger, 1994). Di�erence-in-di�erence models are used extensively in empirical
economic research because, under the assumption of parallel trends in the treat-
ment variable in the absence of treatment, they enable causal inference from a
comparison between treated and control restaurants.

Our experiment is based on a Latin Square Design with four di�erent music
treatments. The �rst treatment (our baseline) is a brand-�t (A) playlist that
includes songs that re�ect the brand values of the company, both well-known
songs from Spotify's Top 1000 Sweden playlist and songs that are less well
known.3 The second treatment, brand-�t B, includes only those brand-�t songs
that are on Spotify's Top 1000 Sweden playlist. Because both these playlists are
included, we can investigate the e�ect of including less well-known songs in the
brand-�t playlists. The third music treatment is based on Spotify's Top 1000
Sweden playlist but without any selection of songs that represent the brand of
the restaurant chain. The no-brand-�t playlist makes it possible to test the e�ect
of congruence between music and the brand. Finally, we include a situation in
which there is no music played in the restaurant. This makes it possible to
distinguish between the e�ect of the mere presence of music and the e�ect of
music selection.

We directly gather data on revenues and quantity sold from the restaurant
chain to investigate whether the presence and the choice of music in�uence the
real purchasing decisions of customers. In addition, we gather data from a
customer survey to investigate the e�ect of the music treatments on consumer
perceptions. We also conduct a separate analysis of eight restaurants that have
a drive-through option for their customers. Drive-through customers are not

3Note that songs with explicit lyrics are excluded from all playlists.
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a�ected by the music treatments in the restaurants when they place their orders,
making it possible to use drive-through customers as a control group when
investigating the e�ect of music treatments on sales inside the restaurants.

We �nd that the congruence between in-store music and brand values is
important for sales. Revenues are 9.1 percent higher when brand-�t music is
played instead of no-brand-�t music, and the customer survey shows that the
music a�ects customers' emotions. The survey responses also show that the
customers often are unaware of the in-store music, suggesting that the e�ect of
in-store music on consumer behavior is mostly on an unconscious level, which
corresponds to the economic literature on mood and emotions (Loewenstein,
1996; Capra, 2004). We are unable to con�rm whether including less well-known
songs or the mere presence of music a�ects sales.

Section 2 describes the theoretical framework and presents the hypotheses
that we want to test. Section 3 presents the experiment and the empirical
model, while Section 4 presents the results on the e�ect of the music treatments
on revenues and quantity sold. Section 5 presents the �ndings from the survey,
mainly showing how the music in�uences the consumers' emotions. Section 6
summarizes our �ndings and discusses our conclusions.

2 Theoretical framework and hypotheses

Many purchasing decisions are made in the store, implying that consumer be-
havior might be in�uenced by perceptions and store atmospherics, e.g., visual
cues, scents, and auditory stimuli (Bellenger et al., 1978; Babin and Dardin,
1995).

Most previous studies use the Mehrabian-Russell environmental psychology
model (Mehrabian and Russell, 1974) to explain why store atmospherics a�ect
consumers' experiences and behavior. It assumes that the environment sends
out signals that a�ect the individual's emotional state, which lead consumers
to either avoid or approach the environment. Thus, it is consumers' emotional
responses to various atmospheric cues that in�uence their behavior. Three dif-
ferent emotional states can be in�uenced by store atmospherics according to the
model, namely: (i) pleasure; (ii) arousal; and (iii) dominance. Pleasure refers
to the degree to which consumers feel well and happy, while arousal relates to
the extent to which consumers feel stimulated, excited, alert and active. The
last emotional state is domination and captures the degree to which consumers
feel in�uential and important.

The �rst study that used this model to explain the behavior of consumers
in a marketplace was Donovan and Rossiter (1982). In contrast to Mehrabian
and Russell (1974), they exclude dominance from the model because previous
studies indicate that it lacks explanatory power (Russell and Pratt, 1980). Store
atmospherics are thus assumed to in�uence consumers' level of enjoyment and
excitement, i.e., their emotions, which are then assumed to in�uence their be-
havior. The emotional reactions are assumed to result in one of two contrasting
behaviors, namely that consumers either approach or avoid the store environ-
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ment. Consumers' emotional reactions might also be moderate, resulting in an
increasing or decreasing desire to explore the marketplace. This thus suggests
that music can a�ect consumers' emotions when the consumers are in the store
or, as in this study, the restaurant. Exactly how the emotions then in�uence
economic behavior is discussed more extensively in the �eld of behavioral eco-
nomics. One of the main ideas is that emotions distort self-control (Loewenstein,
1996).

The concept of a dual self, with a hot and cold mode, dates back to Adam
Smith in his Theory of Moral Sentiment (1759). Schelling (1960, 1978) and
Buchanan (1975) highlight the importance of the dual self model for under-
standing self-control, which is incorporated into economic models (e.g., Thaler
and Shefrin, 1981; Gul and Pesendorfer, 2004). The basic idea is that emotions
(or other visceral factors4) can change behavior, even if they do not change pref-
erences, by switching the dual self from cold to hot mode. Speci�cally, emotions
can lead to more impulsive actions (Loewenstein, 1996). Especially interesting
for this study, Loewenstein (1996) also notes that visceral factors can be in-
duced by external in�uences in a predictive manner. Experiments often induce
mood and emotions through recollection and imaging emotional events, as well
as through audio (Capra, 2004).

A change in self-control can be part of the explanation for how emotional
states a�ect consumer behavior, according to Mehrabian and Russell (1974).
Supposing that consumers' purchasing decisions are dependent on their self-
control, the marketplace environment can increase sales by in�uencing emotions.
The predictability of the e�ect of external factors on self-control depends on the
factor, and it might not be obvious how music would lower self-control. For
example, Capra (2004) �nds that a good mood induces more rational decisions.
A good mood can still, however, in�uence consumer behavior by magnifying
pre-decisional distortions (Meloy, 2000). An individual who enters a certain
restaurant likely has a positive inclination toward the menu, and Meloy (2000)
suggests that this positive approach is magni�ed by the good mood. This may
well be how emotions make consumers approach the marketplace.

As Capra (2004) emphasizes, the e�ect of mood may vary substantially
depending on the context. The context of this study, chain restaurants, makes
self-control an important factor. Discussions of self-control often use restaurants
as examples because many customers struggle to choose the more healthful
alternative or to not have any dessert. Because music a�ects consumer emotions
and mood (e.g., Doyle, 2002), the theory of the dual self and self-control provides
an appealing framework for us to use when we study how music a�ects consumer
behavior and sales in a restaurant.

By inducing the hot mode of the dual self, the resulting increased intensity
in emotions leads to more impulsivity in decision making. We can consider
this through the distinction between actual and desired utility (Loewenstein,
1996), which is in line with the distinction between predicted and decision utility
made by Kahneman, Wakker and Sarin (1997). Increasing intensity in emotions

4Emotions, mood and drive states (e.g., hunger, pain and anger).
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increases the desired value (decision utility), which leads the individual to act
impulsively. Therefore, if the congruence between music and the brand increases
emotional intensity, as Mehrabian and Russell (1974) suggest, the studies on
self-control can help explain how this translates into increased consumption.

Another reason that brand-�t in-store music can increase sales is that it
reminds the consumer of the good and in this way leads to an increase in con-
sumption. According to Bernheim and Rangel (2004), such environmental cues
can have substantial impacts on behavior. In-store music can thus directly in-
�uence the consumer, just as a visceral factor does. In this line of reasoning, the
congruence between the music and the brand increases consumption in a more
direct, and more predictable, way.

We now use these �ndings to hypothesize about how music can increase
sales in a restaurant. It is essential that the music re�ects the brand, and it
a�ects consumption in two ways. One way is through increased intensity in
emotions and that this causes the consumer to approach the environment and
thus consume more. The second way is more direct and simply reminds the
consumer of the speci�c good. To achieve an optimal e�ect, we therefore need
the music to re�ect the brand but nothing else. If the music also reminds the
consumers of something else, it does not work in a direct way. We therefore
expect that the best music for sales is music that, while congruent with the
brand, does not remind consumers of other experiences. Our �rst hypothesis is
therefore as follows:

H1. Among brand-�t music, less well-known songs increase sales.

This is simply because consumers do not relate the less well-known music to
anything else, while they might already relate well-known songs to di�erent ex-
periences. Familiar songs also reduce the perceived complexity of the music, and
consumers might react di�erently when the music is more predictable (Bruner,
1990).

Our second hypothesis does not distinguish between the direct and indirect
e�ects but simply focuses on establishing the congruence between music and the
brand:

H2. Brand-�t music increases sales and in�uences the customers' emotions.

This hypothesis, however, also states that congruence a�ects the customers'
emotions. Because we do not at present distinguish between the direct and
indirect (through emotions) e�ects, it is important to test whether emotions
actually depend on the music to determine whether an indirect e�ect exists.

To test the e�ect of congruence between music and the brand in comparison
to a music-neutral situation, our third and �nal hypothesis is as follows:

H3. The presence of music increases sales and customers' positive emotions.
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This neutral situation makes it possible to compare the e�ect of the mere pres-
ence of music with the e�ect of aligning the music with the rest of the restaurant
environment.

3 The Experiment

We conduct a �eld experiment in one of the market leading restaurant chains
in Sweden to study the e�ects of in-store music choice on sales and customer
perceptions. Our experiment is conducted with support from Soundtrack Your
Brand (SYB), the exclusive provider of Spotify Business.

3.1 Music Treatments

SYB constructs the playlists used in the experiment, using information on music
preferences from Spotify and the company's knowledge and experience concern-
ing what type of music re�ects the brand of the restaurant chain. To decide
which songs re�ect the brand, the restaurant chain provides SYB with value
words that it wishes to be associated with the company. Then, the music experts
at SYB select which songs �t the value words. We can thus test a real business
solution that aims to create brand-�t playlists. The playlists are controlled from
the headquarters of SYB, and the local sta� in the restaurants therefore cannot
in�uence the music played during the experiment and control periods without
contacting the headquarters of SYB. This reduces non-compliance, which is a
common problem in �eld experiments (Krueger, 1999; Ortmann, 2005; Du�o et
al., 2007).

To estimate the e�ect of music in the restaurants, we use the following four
music schemes:

1. Brand-�t A music (the baseline), a playlist that includes 100 well-known
songs from Spotify's Top 1000 Sweden playlist and 260 less well-known
songs. All songs are chosen because they have a sound that �ts the brand
of the restaurant chain.

2. Brand-�t B music, a playlist of 360 well-known songs from Spotify's Top
1000 Sweden that have a sound that �ts the brand of the restaurant chain.

3. No brand-�t music, a playlist that includes 360 well-known songs from
Spotify's Top 1000 Sweden playlist.

4. No music, in which the music is simply o�.

The brand-�t A treatment is the baseline in all estimations because it is the
playlist that is usually played in all restaurants that belong to the restaurant
chain. The brand-�t A playlist only includes songs that re�ect the brand image.
Here, this means that the playlist creator at SYB excludes songs that sound
too excluding, low-key, traditional, technological or serious. The �nal playlist
includes 100 of the most popular songs in Sweden based on information from
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Spotify's Top 1000 Sweden for both genders and all ages, as well as 260 addi-
tional less well-known songs that sound similar. Popular and less well-known
songs are thus distinguished using data from Spotify on listening frequencies.

The second music treatment is the brand-�t B playlist. Only songs that
have a sound that �ts the brand of the company are included in this playlist.
The di�erence from the brand-�t A playlist is that only well-known songs are
included. This makes it possible for us to test the e�ect of including less well-
known songs that still re�ect the brand values of the company (H1).

The third music treatment is the no brand-�t playlist, where there is no
selection of songs in terms of whether they �t the brand. This tests whether
selecting music that �ts the brand increases sales and in�uences customers'
emotions (H2).

The last music treatment is the no music situation, where the music is
turned o�. We include this situation in the experiment because we want to
distinguish between the e�ect of playing music at all (H3) and the e�ect of
music choice (H1 and H2). We are thus able to investigate whether it is the
presence of music or the choice of music that in�uences sales and consumer
emotions.

3.2 Experimental Design

To measure the e�ect of these di�erent music treatments, we conduct a �eld
experiment in 16 restaurants belonging to one of the market-leading restaurant
chains, of which 8 restaurants are exposed to di�erent music treatments and
8 belong to the control group. All restaurants are located in the Stockholm
metropolitan area to reduce geographical heterogeneity. The restaurants are
selected into treatment and control groups by the management of the restaurant
chain. We control for the potential e�ects from this non-random selection by
using restaurant-speci�c �xed e�ects (see Section 3.4).

We apply a Latin Square Design (Hinkelmann and Kempthorne, 2008) to
study how the di�erent music treatments a�ect sales in the restaurants. Specif-
ically, the eight experiment restaurants are randomly assigned into four exper-
iment groups (EG1-EG4) based on the di�erent music treatments, with two
restaurants in each group. The experiment period is then divided into four sub-
periods (three weeks each) such that each of the four experiment groups are
exposed to each of the four music treatments at di�erent times. By assigning
di�erent treatments to di�erent experiment groups in each time period, this
setup generates variation across groups within each time period and variation
over time within each group. We also observe both control and experiment
restaurants for four weeks before (pre-period) and four weeks after the experi-
ment period (post-period), when they are all exposed to the baseline treatment,
i.e., the brand-�t A playlist. Table 1 visualizes the experimental design.
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Table 1: Latin Square Design

Pre Experiment Period Post
Weeks

Group 1-4 5-7 8-10 11-13 14-16 17-20

1 T1 T4 T3 T2 T1 T1
2 T1 T3 T2 T1 T4 T1
3 T1 T2 T1 T4 T3 T1
4 T1 T1 T4 T3 T2 T1

Control T1 T1 T1 T1 T1 T1

The di�erent treatments are denoted T1 = brand-�t A (baseline), T2 =
brand-�t B, T3 = no brand-�t, and T4 = no music.

The Latin Square Design minimizes the risk that some other, unobserved,
factor drives the results. If some odd event were to a�ect the estimates of
the music treatments, the timing of this event must coincide with the di�erent
speci�c experiment periods for the experiment groups of interest. Such an event
is highly unlikely. Thus, using a Latin Square Design experiment in combination
with a di�erence-in-di�erence regression analysis, after con�rming the parallel
trend assumption, makes it likely that any observed di�erences between the
treatments are in fact causal e�ects of the treatments.

3.3 Implementation and partial compliance

When conducting a �eld experiment, one often encounters instances in which
treated units do not comply with the setup of the experiment (Krueger, 1999;
Ortmann, 2005; Du�o et al., 2007). In this experiment, two restaurants simply
refused the no music treatment and instructed SYB to play brand-�t A in-
stead, creating a potential endogeneity problem. With partial compliance, the
appropriate estimation method is to use the initial random assignment as an in-
strumental variable (IV) for observed treatment (Du�o et al., 2007; Angrist and
Imbens, 1994). Under the assumptions that (i) potential outcomes are indepen-
dent of the instrumental variable (independence) and (ii) that initial assignment
makes the restaurants weakly more or weakly less likely to receive the treatment
(monotonicity), the IV estimates the Local Average Treatment E�ect (LATE)
(Angrist and Imbens, 1994; 1995). Because initial assignment was random, it
is convincing that potential outcomes are independent of the assignment. It is
also very unlikely that the assignment would make any restaurant less likely to
receive the assigned treatment. Therefore, the IV mitigates the selection bias
from partial compliance and estimates LATE, which is the e�ect of treatment
on the restaurants that comply with the initial assignment.

In addition to selection bias, non-compliance creates variation in treatments
within the "squares" of the experimental setup. When two restaurants within
a group and experiment period do not follow the same music scheme, treating
them as a group serves no purpose. To account for the variation within squares,
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we use restaurant-speci�c �xed e�ects, i.e., within-estimation, which is common
practice when comparing groups that are di�erent in some time-invariant as-
pects. In our experimental setup, it means dissolving the experiment groups
and experiment periods in the estimations and controlling for di�erences across
restaurants and weeks instead of di�erences between groups and periods. The
problem of variation within squares is thereby solved, and the �xed e�ects strat-
egy actually controls for more heterogeneity than using the experimental design
in Table 1 without the inclusion of restaurant- and week-speci�c �xed e�ects.

Finally, note that because SYB manages the music centrally, we are certain
of what music the restaurants actually played during the experiment.

3.4 Empirical model

To test whether the presence and choice of music can in�uence business perfor-
mance, we estimate the following equation:

lnSALESit = α+ β2T2it + β3T3it + β4T4it+

γ1(WEEK) + γ2(WEEKDAY ) + γ3Ri + εit

(1)

where the dependent variable in our main estimations (lnSALES) is the
natural logarithm of revenues. In some additional estimations, we also estimate
equation (1) using the natural logarithm of the quantity sold5 as the dependent
variable. The main advantage of taking logarithms before estimation is that it
enables one to interpret the estimated e�ects in terms of percentage changes.

The β coe�cients estimate the e�ect of the music treatments relative to
the brand-�t A treatment (the baseline). The variables T2, T3 and T4 are indi-
cator variables, taking value 1 if the observation is from the denoted treatment
and zero otherwise. Each of these indicator variables is instrumented with the
corresponding variable from the initial random assignment to estimate LATE.

(WEEK) is a vector of week indicator variables, and (WEEKDAY ) is
a vector of day-of-the-week indicator variables. We include the latter set of
covariates to control for both week- and weekday-speci�c heterogeneity in sales.

One potential problem with our experimental design is that the restaurants
were not randomly assigned to treatment and control groups, which implies that
the control group might not be the perfect counterfactual for the experiment
restaurants. The empirical model thus also contains a restaurant-speci�c �xed
e�ect Ri, which is included to account for the non-randomness of the selec-
tion into treatment and control stores. If the di�erences across the restaurants
are time-invariant and do not correlate with the di�erent treatments, then this
su�ces to address the non-randomness of the treatment and control group selec-
tion. Finally, ε is an error term with expected value zero and constant variance.

In addition to the restaurant-speci�c �xed e�ects model, we also apply
an alternative strategy to address the potential problem of the non-random

5For example, a value meal that contains one hamburger, one box of French fries and one
soda is reported as one unit of each item, totaling three units.
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selection into the treatment and control groups. This strategy exploits a speci�c
feature of eight of the restaurants (of which �ve belong to the treatment group),
namely that they also provide a drive-through option for the customers, and
sales data are collected separately for the drive-through. The drive-through
customers are obviously not a�ected by the music played in the restaurant, which
means that we can compare sales at the drive-through window (not a�ected by
the music) with sales at the front counter (a�ected by the music treatments) to
estimate the e�ect of the music.

In this case, there also might be time-invariant di�erences across the restau-
rants, for example in the level of average sales, and we again control for such
di�erences using �xed e�ects estimation. The �xed e�ect di�erence-in-di�erence
regression model used in the estimations thus compares changes in sales (rev-
enues and quantity sold) inside the restaurants when the di�erent music treat-
ments are implemented to changes in sales at the drive-through window in the
same restaurants during the same periods of time. Again, descriptive statistics
verify that the sales data show parallel trends in sales at the front counter and
at the drive-through window in the pre-experiment period. Thus, the change
in sales when the di�erent music treatments are implemented are interpreted as
causal e�ects of the di�erent music treatments.

3.5 Data

The restaurants report daily sales data through two di�erent measures: revenues
in SEK6 and quantity sold. Although revenues and quantity sold are highly
correlated, they are not identical. For example, one possible change in consumer
would be that customers select more expensive meals, increasing revenues but
holding quantity sold constant. It is also possible that customers buy additional
smaller items, such as desserts or drinks, which increases both the quantity sold
and revenues. Analyzing both of these outcome variables thus helps us to draw
conclusions regarding what is happening in the restaurants when the music
changes.

The experiment period starts on February 8, 2016, and lasts until May 1,
2016. We also use data from a pre-experiment period of four weeks, starting
January 11, and a post-experiment period of four weeks, ending May 29. Be-
cause the experiment period lasts for 12 weeks, the total number of weeks is 20
and the number of days is 140. Observing 16 restaurants over 140 days yields a
total of 2240 daily observations.

Table 2 provides descriptive statistics for revenues and quantity, disregard-
ing drive-through sales.7 Because the restaurant chain wants to keep its sales
information con�dential, we are not allowed to present average revenues or quan-
tity. Therefore, in the descriptive statistics, the means have been converted into
indexes with the mean of the experiment group in the pre-experiment period as

61 SEK = 0.12 USD, February 8, 2016.
7In our main speci�cation in which we compare sales in the experiment restaurants to

sales in the control restaurants during the experiment period, we exclude the sales from the
drive-through as these cannot be a�ected by the music treatments.
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Table 2: Descriptive statistics

Mean Daily Revenues (in SEK)
Group # of obs. Full Period Pre Experiment Post

Control 1 113 105.92 95.74 106.56 112.80
(55.24) (52.53) (52.35) (63.35)

Experiment 1 119 107.48 100.00 106.83 116.84
(37.19) (37.24) (36.81) (35.61)

All 2 232 106.70 97.87 106.70 114.85
(47.06) (45.53) (45.24) (51.19)

Mean Daily Quantity Sold
Group # of obs. Full Period Pre Experiment Post

Control 1 113 102.04 90.23 102.96 109.68
(56.48) (51.85) (53.89) (65.05)

Experiment 1 119 106.94 100.00 106.81 114.03
(44.35) (45.42) (44.49) (40.56)

All 2 232 104.49 95.09 104.91 111.85
(50.79) (48.94) (49.44) (54.03)

a base equaling 100. All means are thus presented in comparison to this base
value. Henceforth, we do not present any information that would make it pos-
sible to infer average sales levels in the tables or graphs. For the same reason,
the constants are not presented in the tables that report our regression results.

Because some restaurants were temporarily closed (e.g., due to maintenance
work), there are 2232 observations available for analysis. The missing days are
all in the post-experiment period.

Figure 1 plots the distribution of daily revenues (in logs). As shown, the
variable is almost normally distributed, with some outliers at the top of the
distribution. We also ensure that outliers do not drive our results by excluding
observations outside two standard deviations from the mean in some additional
regressions estimated as a robustness check.
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Figure 1: Distribution of Daily Log Revenues

For a more speci�c comparison between the intervention and control groups,
Figure 6 (see appendix) plots daily revenues over all periods. The sales data are
plotted on a weekly basis, displaying peaks on weekends, and an increase over
time is visible.8 Because we control for general trends within the week in the
estimations using weekday-speci�c indicator variables, we are interested in how
the weekly averages of daily sales evolve over time, which is di�cult to discern
from Figure 6. Figure 2 thus instead plots weekly averages of daily revenues
over time in the pre-experiment period. The important feature of the graph is
that the trends are parallel in the pre-experiment period, indicating that the
treated restaurants would likely have experienced the same sales pattern as the
control group restaurants in absence of treatment. The di�erences observed in
the sales during treatment can therefore be referred to as causal e�ects of the
treatment.

8We test for a unit root with the ADF test on both weekly and daily mean revenues, and
we reject a unit root in both series.
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Figure 2: Revenues - Parallel Trend

Regarding the alternative strategy, i.e., using drive-through customers as
our control group, Table 9 (see appendix) provides descriptive statistics cor-
responding to Table 2, and the descriptive statistics show that sales are gen-
erally lower at the drive-through than inside the restaurants. To ensure that
the general di�erence in the level of sales between what is now the control
group (drive-through) and the experiment group (front counter) do not drive
the results, we control for this di�erence in the regression speci�cation using a
drive-through-speci�c �xed e�ect.

Figure 3 plots the average revenues for each week during the pre-experiment
period in the drive-through setting. The front counter revenues are plotted as
a line and the drive-through revenues as a dashed line. The interpretation is
the same as that of Figure 2. If the trends are parallel in the pre-experiment
period, the drive-through sales are expected to be valid counterfactuals for the
change in front counter sales. Thus, this graphical analysis supports the causal
inference interpretation of the �xed e�ects di�erence-in-di�erence estimations.
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Figure 3: Drive-Through - Parallel Trends

The strength of the drive-through setup is the convincing counterfactual
assumption. Each restaurant has its own control group, i.e., drive-through sales.
The trends of the front counter sales and the drive-through sales are very similar,
as Figure 3 shows.

Both revenues and quantity are reported per product item and part of the
day. Our main analysis focuses on total daily sales, but we also test whether
the results are di�erent for di�erent product items and parts of the day. This is
useful to gain speci�c insights into which type of sales responds to music choice.
The data cover over 500 di�erent product items, and we use this information
to also investigate whether the e�ects di�er for hamburgers, fries, soda, side-
dishes, hot drinks, smoothies and milkshakes, and desserts. The di�erent parts
of the day used in the analysis are breakfast, lunch, snack, dinner, evening and
late night.9 These divisions help us understand whether the music a�ects some
customers more than others and if the e�ect is greater for certain items.

4 Main results

4.1 E�ects on sales

Table 3 presents the main results from the experiment, where the coe�cients
are interpreted as the percentage change in sales when switching from brand-

9Part of the day � hours: Breakfast � 06-10, lunch � 10-14, snack � 14-17, dinner � 17-19,
evening � 19-23, late night � 23-06.
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�t A to the respective music treatment.10 Columns (1) and (2) present the
estimates based on Equation 1 for revenues and quantity, respectively. Estima-
tions presented in columns (3) and (4) exclude outliers, i.e., observations of net
sales and units sold that are more than two standard deviations from the mean,
to investigate whether the results are driven by a few in�uential observations.
Columns (5) and (6) present the drive-through estimates.

Table 3: Results

(1) (2) (3) (4) (5) (6)
Main Analysis Excluding Outliers Drive-Through

Treatment Revenues Quantity Revenues Quantity Revenues Quantity

Brand-Fit B −.036 −.030 −.038 −.021 −.094∗ −.079∗
(.032) (.032) (.035) (.026) (.050) (.042)

No Brand-Fit −.091∗∗ −.090∗∗ −.094∗∗∗ −.080∗∗ −.114∗∗∗ −.107∗∗∗
(.038) (.040) (.036) (.034) (.035) (.033)

No Music −.048 −.048 −.061 −.041 −.093∗ −.088
(.038) (.035) (.042) (.027) (.052) (.063)

Observations 2,232 2,232 2,130 2,143 2,236 2,236
R2 within .430 .451 .381 .451 .454 .432
# restaurants 16 16 16 16 8 8
Excluded obs. - - 2 Std 2 Std - -

Note: Bootstrapped standard errors in parentheses (number of replications: 1000. Grouped on restaurant).
Revenues and quantity sold are in logarithmic values. All estimations include �xed e�ects for restaurant, week
and day of the week. P-values (inferred from degrees-of-freedom adjusted t-values): *** < 0.01, ** < 0.05, *
< 0.1.

The estimates in columns (1) and (2) show that the music treatment that
has a statistically signi�cant negative e�ect on revenues when the no brand-
�t condition is compared to the brand-�t A playlist. The coe�cient for no
brand-�t indicates that revenues (quantity) are 9.1 (9.0) percent lower with
no brand-�t than with brand-�t A. This result con�rms the hypothesis that
music that �ts the brand increases sales (H2). Excluding outliers does not seem
to substantially impact the estimated e�ect, indicating that our �ndings are
robust. The coe�cients for brand-�t B and no music are not signi�cant in the
main speci�cation, leading us to conclude that they have no signi�cant e�ect
on sales compared to brand-�t A. However, they are signi�cant in the drive-
through speci�cation, which will be discussed soon. If we were to only consider
the �ndings in the main speci�cation, we would conclude that switching from
brand-�t A to brand-�t B or no music will not signi�cantly impact sales. Brand-
�t A and B are very similar, and thus we expect it to be di�cult to con�rm

10Speci�cally, for a percentage change interpretation, the coe�cients should be recalculated
as 100× [eβ − 1]. This is however rarely done when coe�cients are small because eβ ≈ 1 + β
when β ≈ 0.
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the hypothesis that less well-known songs are better for sales (H1). However,
the lack of a signi�cant di�erence between brand-�t A and no music is not as
expected. This means that we cannot con�rm the hypothesis that the mere
presence of music increases sales. In some sense, this means that if the only
music available is no brand-�t, it might be better to not play any music at all.
However, none of the coe�cients are statistically signi�cantly di�erent from one
another 11, and thus, the only di�erence on which we can make inference is that
between brand-�t A and no brand-�t.

The additional analysis using drive-through sales as a control group strength-
ens our results in the main analysis and suggests even stronger e�ects. The
estimated coe�cients from the drive-through analysis, presented in columns (5)
and (6), translates into a 11.4 (10.7) percent di�erence in revenues (quantity)
between brand-�t A and no brand-�t. This setting also suggests that brand-�t
B and no music both signi�cantly decrease sales compared to brand-�t A. This
indicates that all three hypotheses are supported. The di�erences in revenues
and quantity between brand-�t A and brand-�t B (no music) are 9.4 and 7.9 (9.3
and 8.8) percent, respectively. Here, the only coe�cient that is not statistically
signi�cant is the no music coe�cient on quantity.

The reason that the estimated e�ects are much stronger in the drive-
through setting is not clear. First, it could simply be the case that customers
at drive-through restaurants, i.e., road restaurants, are more receptive to music.
If so, these results are very important for restaurant chains that locate near
roads. However, the main lesson is the same, namely that the best music choice
is brand-�t A. Second, the e�ect might be the same, but the drive-through sales
are simply a better comparison group than the front counter sales in the restau-
rants assigned to the control group in the main analysis. If this is true, then we
should take the drive-through results more seriously than the main results. How-
ever, we cannot know what the reason is. We therefore retain the main setup in
the further analysis of the e�ect on sales. For a more detailed insight into how
music a�ects consumer behavior, we estimate separate regressions for di�erent
product categories. Our results are presented in Table 4, where columns (1)-
(3) present estimates for the product categories that are default in most value
meals (hamburgers, fries, soda); column (4) presents estimates for all side dishes,
including French fries; column (5) presents estimates on hot drinks (mainly cof-
fee); column (6) presents estimates on smoothies, iced co�ee and milkshakes
(henceforth de�ned as smoothies); and column (7) presents estimates on dessert
items.

These results tell us two things. First, playing music that �ts the brand
increases all item sales. The no brand-�t treatment has a negative signi�cant
e�ect across the value meal items and hot drinks, suggesting that this treatment
reduces standard item sales. However, the no brand-�t also decreases all non-
value meal items. Second, and especially interesting, the e�ect is much greater
for sides, smoothies and desserts than for value meal items. This implies that
playing music that �ts the brand image makes people more likely to buy ad-

11We use the Wald test to test the di�erences between coe�cients.
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Table 4: Item by item (Log Revenues)

(1) (2) (3) (4) (5) (6) (7)

Treatment Hamburgers Fries Soda Sides
Hot Shakes &

Desserts
Drinks smoothies

Brand-Fit B −.034 −.040 −.058 −.019 −.063∗ −.096 −.057
(.036) (.035) (.038) (.033) (.037) (.072) (.058)

No Brand-Fit −.086∗∗ −.082 −.076∗∗ −.111∗∗ −.067∗ −.150∗∗∗ −.156∗∗
(.039) (.051) (.059) (.019) (.033) (.033) (.035)

No Music −.052 −.051 −.059 −.019 −.033 −.033 .003
(.044) (.036) (.040) (.042) (.048) (.115) (.041)

Observations 2,232 2,232 2,232 2,232 2,232 2,232 2,232
R2 within .379 .362 .437 .478 .182 .557 .402

Note: Bootstrapped standard errors in parentheses (number of replications: 1000. Grouped on restaurant).
Revenues and quantity sold are in logarithmic values. All estimations include �xed e�ects for restaurant,
week and day of the week. P-values (inferred from degrees-of-freedom adjusted t-values): *** < 0.01, ** <
0.05, * < 0.1.

ditional items than if the restaurant is playing random popular music, i.e., no
brand-�t.

We also estimate the e�ects of music conditions on revenues separately for
each part of the day (Table 10, appendix). The negative e�ect of the no brand-�t
treatment on revenues is only signi�cant during daytime hours (lunch, snack and
dinner). The estimated e�ects are insigni�cant during breakfast and late night.
The reason for this heterogeneity is likely that the meals and the customers are
very di�erent during these time intervals. During breakfast, the menu is very
di�erent and desserts are unusual, and customers are probably more in�uenced
by other factors during late night. It could be that the signi�cance during only
daytime hours is because of increased statistical power due to more frequent
sales. However, it is not the standard errors that drive the signi�cance, it
is the size of the coe�cients. The standard errors during daytime hours are
actually larger than the standard errors during breakfast and dinner. Because
the di�erence is in the magnitude of the coe�cient, we consider our conclusions
to be well founded.

4.2 Statistical inference

As noted in the table notes, we use bootstrapping to derive reliable standard
errors. The data we have are problematic because the observations are not
independent within each restaurant. We would like to cluster the standard
errors to allow for the intra-restaurant correlation structure, but this is not a
reliable approach when the number of clusters is only 16 (Cameron and Miller,
2008). We turn to a bootstrap technique that treats the restaurants as clusters,
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and we then calculate p-values based on a t-distribution because the number of
clusters is small.

We also perform non-parametric permutation tests, an approach that is
very similar to bootstrapping. We randomize placebo treatments such that
eight restaurants are randomly chosen for "treatment". Then, for each of these
restaurants, we randomize which experiment period to denote as the period for
"treatment". We then estimate Equation (1) but with this randomized placebo
treatment. We repeat this procedure 10,000 times and then plot the empirical
CDF of these estimates. If our estimates are not random, they should lie in
the tail of the distribution. We can use the empirical distribution of estimates
to obtain reliable p-values for our true treatments. Because this procedure
does not make any parametric assumptions and treatment is randomized at the
restaurant level, we allow for the intra-restaurant correlation without biased
inference.

Figure 4: Distribution of Placebo Estimates

(a) No Brand-Fit (L) and Brand-Fit B (R) (b) No Music

Figure 4 plots the empirical CDFs, one for brand-�t B and no brand-�t and
one for no music. The procedure is a somewhat di�erent for no music to account
for the partial compliance. The vertical lines denote the treatment coe�cients
in Table 3, column (1). The p-values derived by the empirical CDFs are 0.156
(brand-�t B), 0.064 (no brand-�t) and 0.119 (no music). At least, it is evident
that the estimate of no brand-�t is unlikely to be random.

5 E�ect on emotions

5.1 The survey

Customers were asked when they left the restaurant if they would be willing to
participate in an anonymous survey that required 2-3 minutes. They were thus
outside the restaurant and could no longer hear the music. The customers were
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not told what the purpose of the survey was and had no reason to suspect that it
concerned the music.12 Respondents were at least 16 years old and answered the
questionnaire on iPads. The survey was collected at all experiment restaurants
at six points in time during the experiment. The survey sta� wore black clothing.

The survey consists of 10 main questions with sub-questions. The full
survey can be obtained upon request. The literature suggests that emotions
play an important role in the e�ect of music on consumer behavior. To test this,
we analyze how the di�erent music treatments a�ect the customers' emotions,
evaluated in question 2, emotion.13

In the 10 sub-questions in question 2, emotion, the respondent grades the
intensity with which she feels each emotion in that moment. The scale is 1 to 7,
where 1 is not true at all while 7 is completely true. The emotions are content
(nöjd), happy (glad), hopeful (optimistisk), relaxed (avslappnad), satis�ed (till-
fredställd), frenetic (full av energi), aroused (lycklig), stimulated (inspirerad),
alert (pigg) and excited (motiverad).

5.2 Empirical set-up

We regress the emotion variables on the music treatment variables and a set
of control variables that are constructed using the responses to other questions
from the survey. A simple comparison of means across the di�erent treatments
is not an appropriate strategy, mainly because respondents are not randomly
sampled. Because participation in the survey was optional, there are good
reasons to believe that sample selection would in�ict bias on a simple di�erence
in means analysis. However, we can use many of the questions to control for
di�erences between subjects that correlate with their responses, as well as factors
determining participation.

The equation we estimate is as follows:

(ANSWERcit) = α+ β2T2it + β3T3it + β4T4it

+θ1(CONTROLScit) + εcit
(2)

The outcome variables are the di�erent emotions, reported by customer c
in restaurant i at time t, and the treatment variables are the same as in the
sales data analysis. The vector of control variables consists of other responses
that might also determine the outcome responses. We are not interested in the
estimated coe�cients for the control variables. The interesting coe�cients are,
again, those for the di�erent music treatments.

Because the responses are given in integers (1 to 7), and hence deliver a
discontinuous and bounded outcome variable, linear estimation is inappropriate
(Cox, 1958). We therefore use ordinal logit regression to estimate the e�ect

12They might have realized that the survey concerned music when they reached question
4. However, at that point, the questions about emotions had already been answered.

13Many of the questions are standard questions in the restaurant chain's regular evaluations.
The results for questions other than those referring to mood are available upon request.
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of music treatments on customers' emotions. We re-calculate the coe�cients
and present them as �odds ratios�. The odds ratio indicates how much greater
the odds are for the variable to take a higher value on the scale because of the
treatment. Because it is a ratio, 1 means that the treatment makes no di�erence,
in comparison to the baseline treatment. If the ratio is above 1, the e�ect is
positive. Analogously, if the ratio is below 1, the treatment e�ect is negative.

5.3 Variables and data

The set of controls we use consists of the questions 1.1 (c) �I received what I
ordered�, 1.1 (d) �My food was served hot and fresh�, 1.1 (f) �A clean restaurant�,
5 �How often do you visit a [brand name] restaurant?�, 6.1 �Which meal did you
order today?�, 7 �I visited [brand name] today accompanied by?�, 8 �How far
away from this [brand name] restaurant do you live?�, 9 �Age� and 10 �Gender�.
These factors might a�ect the likelihood of participation and the answers we
study. Controlling for them likely gives more precision to our estimates. The
reason for using only some of the questions in question set 1, �today's visit�, is
that these are more objective. Questions that are less objective are more likely
in�uenced by the music. Controlling for variables that are also a�ected by the
treatment variables introduces bias into the treatment estimates. Therefore, we
do not control for these.

Table 5 presents mean values for the control questions. A brief scan of
the control variables across treatments suggests balance across the treatment
groups, which is important for causal inference. This means that customers are
similar in the di�erent treatments, and thus, di�erences in outcomes depend on
the treatment. However, we still use the control strategy for precision.

Table 6 presents descriptive statistics for the emotion questions, 2(a)-(j).
We observe a pattern across treatments. Mean values are higher during brand-�t
A and brand-�t B than during no music and no brand-�t for almost all emotions.
The only exception is question 2(a). This very simple comparison suggests
that brand-�tted music makes the customers feel better. We also specify an
aggregated variable, which simply sums the values for these di�erent emotions
into a single measure. This creates more variation across observations and tells
a more general story about how music a�ects mood and emotions overall. The
mean of the variable follows the same pattern across treatments.
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Table 5: Treatment balance

QUESTION All Brand-Fit A Brand-Fit B No Brand-Fit No Music

1(c) I got what 6.608 6.663 6.550 6.518 6.705
I ordered (1.076) (.991) (1.189) (1.210) (.856)
1(d) My food was 6.376 6.352 6.392 6.461 6.299
served hot and fresh (1.076) (1.041) (1.053) (1.028) (1.179)
1(f) The restaurant 5.586 5.478 5.608 5.644 5.619
was clean (1.428) (1.395) (1.451) (1.475) (1.386)

5 How often do you 3.977 3.978 4.050 3.856 4.016
visit this chain? (1.435) (1.438) (1.452) (1.413) (1.432)

Distance (in min) 35.943 39.324 48.799 28.919 25.142
(102.521) (88.152) (152.125) (76.449) (61.568)

Age 39.575 41.659 35.871 39.266 41.792
(16.632) (17.409) (17.455) (15.540) (15.146)

Male .596 .577 .554 .646 .613

# of obs. 2101 534 558 508 501

Note: Because questions 6.1 and 7 are unordered indicator variables, mean statistics are not
presented.
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Table 6: Descriptives - Emotions

QUESTION All Brand-Fit A Brand-Fit B No Brand-Fit No Music

2(a) Satis�ed 6.090 6.099 6.181 5.970 6.102
(1.108) (1.070) (1.069) (1.186) (1.101)

2(b) Delighted 6.032 6.142 6.161 5.898 5.908
(1.165) (1.078) (1.121) (1.241) (1.200)

2(c) Optimistic 5.753 5.800 5.855 5.640 5.707
(1.313) (1.234) (1.331) (1.370) (1.308)

2(d) Relaxed 5.725 5.704 5.853 5.644 5.687
(1.409) (1.369) (1.408) (1.477) (1.374)

2(e) Pleased 5.837 5.861 5.986 5.738 5.747
(1.280) (1.178) (1.241) (1.383) (1.306)

2(f) Full of energy 5.230 5.234 5.403 5.157 5.106
(1.540) (1.469) (1.538) (1.592) (1.548)

2(g) Happy 5.762 5.895 5.853 5.656 5.627
(1.347) (1.230) (1.324) (1.426) (1.392)

2(h) Inspired 5.171 5.294 5.351 4.984 5.030
(1.570) (1.411) (1.613) (1.673) (1.546)

2(i) Alert 5.137 5.191 5.296 5.002 5.038
(1.591) (1.479) (1.604) (1.666) (1.600)

2(j) Motivated 5.401 5.436 5.584 5.283 5.278
(1.474) (1.358) (1.476) (1.555) (1.486)

2 Aggregated 57.139 56.657 57.523 54.972 55.228
(11.166) (10.112) (11.181) (11.793) (11.389)

# of obs. 2101 534 558 508 501

5.4 Survey results

Table 7 presents the estimated e�ects of music on consumer emotion intensity.
The e�ect on the aggregate measure is presented in column (11). We use OLS
for the aggregate measure because the range of integers is much wider when the
responses are summed. The coe�cient for the no music treatment is statistically
signi�cant (at least at the 10 percent signi�cance level) for 4 of 10 moods and
for the aggregate measure. The e�ect of no brand-�t is even stronger. The no
brand-�t coe�cient is statistically signi�cant for 6 of 10 emotions and for the
aggregate measure. They are of equal magnitude, suggesting that they decrease
emotion intensity by a similar amount. The brand-�t B odds ratio, however, is
above one for the emotions for which its coe�cient is signi�cant. This suggests
that brand-�t B increases these emotion intensities compared to brand-�t A. The
brand-�t B coe�cients are signi�cant for di�erent feelings than are no music
and no brand-�t, and the brand-�t B treatment is not statistically signi�cant
for the aggregate variable.
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The aggregated variable tells a general story about the in-store music and
emotions, con�rming that the presence of music and the congruence between
music and brand in general a�ect mood and emotions. To be conservative
about signi�cance, which one should be when estimating many equations, we
also multiply the p-values by the number of regressions (10). This procedure is
called Bonferroni adjustment and is very conservative. We do not present the
recalculated p-values, but it is easy to see that the coe�cients that are signi�cant
at the 99 percent level (***) are also signi�cant at least at the 90 percent level
after the Bonferroni adjustment. In fact, all of these are signi�cant at the
95 percent level after the Bonferroni adjustment. The Bonferroni adjustment
assures us that 3 of 10 emotions are a�ected by no music and no brand-�t,
con�rming the results from the aggregate variable.

Another way to analyze a group of similar outcome variables is seemingly
unrelated regression (SUR). SUR estimates the equations linearly but allows
the error terms to be correlated. We do this in addition to the other methods
but only present indicators of p-values (all signi�cant coe�cients are of the
same sign as in the ordered logit). These results are stronger, showing that no
brand-�t and no music signi�cantly decrease the intensity of 8 of 10 and 6 of
10 emotions, respectively. The coe�cient for brand-�t B is signi�cant for only
one emotion, suggesting that the di�erence between brand-�t A and B is less
likely to a�ect moods. This is in line with the hypotheses that expect brand-�t
music and the mere presence of music positively a�ect emotions but that the
di�erence between well-known and less well-known (brand-�t B and brand-�t
A) does not matter.

We also present the distributions of the estimated treatment odds rations
in Figure 5. These �gures visualize what we observe in Table 7. It is clear that
the emotions are overall negatively a�ected by the absence of music (Panel c)
and poor �t between music and brand (Panel b). Nearly all estimated odds
ratios of brand-�t B (Panel a) are above 1, indicating that if emotions actually
depend on brand-�t A or B, the familiarity of songs increases emotion intensity.

Figure 5: Distribution of Estimates

(a) Brand-Fit B (b) No Brand-Fit (c) No Music

To ensure that the e�ect of music is unconscious, which the literature sug-
gests, we check whether customers take notice. Table 8 presents the proportion
of �yes� responses by music treatment to question 4.1(a): �I noticed the music
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played in the restaurant today.�

Table 8: Question: did you notice the music in the restaurant?

Treatment # of obs. Mean YES

Brand-Fit A 534 .479

Brand-Fit B 558 .629
No Brand-Fit 508 .602
No Music 501 .427

Total 2101 .536

These data indicate that the share of respondents who noticed the music
was higher during the brand-�t B music treatment (63 percent) than during
brand-�t A (48 percent), indicating that customers are more likely to notice
the music when the songs are well-known. More important, even when there
was no music, 42.7 percent of the respondents claimed that they noticed the
music in the restaurant. They also evaluated the (absent) music in the following
sub-questions. This implies that customers are not especially aware of in-store
music and that the e�ect of music is to a great extent unconscious.

6 Conclusions

Field experiments have become increasingly common in economics because they
have proven useful for drawing causal inference for di�erent types of interven-
tions. However, as Levitt and List (2009, p. 10) note, �eld experiments in
the private sector �represent a largely untapped opportunity for future research.
There are many issues of central economic importance that can bene�t from
�eld experimentation, but generally require the partnership of �rms to exam-
ine. These include certain questions pertaining to consumer choice...�.

One question that has attracted considerable attention in the literature on
consumer choice is whether and how store atmospherics a�ect consumers' per-
ceptions and choice. It is often assumed that di�erent atmospheric cues can
cause the consumer to either approach or avoid the environment and thereby
lead to increased sales and more satis�ed customers. In-store music has been
identi�ed as one such potentially important atmospheric cue, and previous stud-
ies have focused on the importance of certain characteristics of the in-store
music, such as tempo and music style. These experiments have generally been
limited to one store or restaurant and implemented over a short period. Because
the results are, thus, based on small samples and descriptive methods, inference
may only be made with great care.

To overcome these limitations, we conducted a �eld experiment with sup-
port from Soundtrack Your Brand, the exclusive provider of Spotify Business.
This enabled us to test whether a real-world business solution can increase

26



sales and appeal to consumers' self-perceptions by making in-store music con-
vey brand values. The support from Soundtrack Your Brand also meant that
we could test whether the inclusion of less well-known songs can increase sales
more than simply playing familiar music, a question that has yet to be studied.

The use of 16 restaurants over a period of 20 weeks made it possible to
identify treatment e�ects that, through randomization and statistical methods,
have causal interpretation. It is complicated to ensure statistical signi�cance
with such data, and we are keen to not overstate any �ndings. We believe that
our statistical analysis and inference are appropriate given the structure of the
data.

The results showed that congruence between in-store music and brand val-
ues increased sales. The di�erence in revenues (quantity sold) between brand-�t
A and no brand-�t was 9.1 (9.2) percent. The results from the drive-through
analysis indicate that there is also a di�erence depending on the familiarity of
the songs and the mere presence of music. Furthermore, the e�ect of brand-
�t compared to no brand-�t was stronger in the drive-through analysis. The
reason could be that the comparison group in this analysis is better, but it is
also possible that the e�ects of music choice are stronger in road restaurants.
To identify the e�ects of less well-known songs and the mere presence of music
more generally, we would need more restaurants or time periods. The survey
responses also indicated that the brand-�t music had a positive impact on con-
sumers' emotions. They were, however, often unaware of the music that was
played, implying that the music a�ects consumers unconsciously. It is possible
that the chain of causality runs from music to emotions and from there on to
consumption, supporting the Donovan and Rossiter (1982) model. The eco-
nomic research on self-control (e.g., Loewenstein, 1996; Kahneman et al., 1997;
Meloy 2000) suggests that increased emotional intensity induces individuals to
act more impulsively, leading to increased consumption. It is, however, possible
that it was the consumption that induced the positive emotions. Studies such
as Bernheim and Rangel (2004) conclude that environmental cues can lead to
increased consumption in a more direct way. We were unable to distinguish
between direct or indirect e�ects on sales, but we showed that the emotions are
also a�ected. Future studies should therefore attempt to explicitly demonstrate
what role emotions play.

An advantage of our �eld experiment is that we observe real decisions in a
natural situation. The disadvantage is that we study a speci�c situation, namely
a chain restaurant in the Stockholm area. It is possible that our results are
generalizable to other contexts, but it is likely that the e�ect di�ers depending
on the context. The more di�erent the context, the less likely the e�ect is to
be the same. It is possible that consumers are more a�ected by music in other
venues, such as co�ee shops or restaurants, where the visit and exposure to
the music is longer. We therefore believe that our study of a restaurant chain
likely provides a conservative estimate of how brand-�t in-store music a�ects
consumers' perceptions and behavior. Further research is needed to understand
the e�ect in di�erent settings.

There are many other possible avenues for further research. A potentially
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very important question is how the music in�uences the employees. In fact,
early studies in this research �eld analyzed how factory employees were a�ected
by music (Wyatt and Langdon, 1937), but the contemporary focus is almost
entirely on consumers. This is somewhat surprising since the music might a�ect
the mood of the employees and how they approach their customers, thereby
in�uencing business performance.

7 Appendix

Figure 6: Daily Revenues
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Table 9: Drive-Through - Descriptive statistics

Mean Daily Revenues
Group # of obs. Full Period Pre Experiment Post

Drive Through 1 118 124.78 114.19 124.37 137.00
(41.60) (39.06) (40.91) (43.46)

Front Counter 1 118 112.90 100.00 112.55 127.41
(39.02) (34.18) (38.08) (41.92)

All 2 236 118.87 107.10 118.46 132.20
(40.76) (37.34) (39.94) (42.92)

Mean Daily Quantity Sold
Group # of obs. Full Period Pre Experiment Post

Drive Through 1 118 128.96 119.12 129.33 138.23
(42.07) (41.06) (41.78) (42.22)

Front Counter 1 118 113.69 100.00 113.69 128.10
(41.49) (37.07) (40.84) (43.37)

All 2 236 121.36 109.56 121.51 133.16
(42.51) (40.26) (42.00) (43.01)

Table 10: Parts of the day (Log Revenues)

(1) (2) (3) (4) (5) (6)

Treatment Breakfast Lunch Snack Dinner Evening
Late
Night

Brand-Fit B −.052∗ −.038 −.040 −.014 .002 −.009
(.030) (.040) (.033) (.035) (.029) (.072)

No Brand-Fit −.038 −.108∗∗ −.112∗∗∗ −.080∗ −.050 −.043
(.030) (.054) (.037) (.044) (.035) (.119)

No Music −.027 −.051 −.030 −.021 −.014 −.099
(.038) (.059) (.045) (.050) (.034) (.140)

Observations 2,215 2,232 2,232 2,232 2,226 1,602
R2 within .346 .201 .478 .236 .300 .478
Number of restaurant 16 16 16 16 16 14

Note: Bootstrapped standard errors in parentheses (number of replications: 1000. Grouped on restau-
rant). Revenues and quantity sold are in logarithmic values. All estimations include �xed e�ects for
restaurant, week and day of the week. P-values (inferred from degrees-of-freedom adjusted t-values):
*** < 0.01, ** < 0.05, * < 0.1.
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